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Degree-Preserving Local Differential Privacy for 

Analyzing Coreness of Decentralized Social Networks

Pr[ℳ 𝜸 = 𝑠]

Pr[ℳ 𝜸′ = 𝑠]
≤ 𝑒𝜖

A randomized mechanism ℳ satisfies 𝜖-edge 

LDP if and only if for any two adjacency 

vectors 𝛾 and 𝛾′ that only differ in one bit, 

and for any 𝒔 ∈ range(ℳ), we have

Facebook dataset

𝑉, 𝐸 = (4039, 88234)

LastFM dataset

𝑉, 𝐸 = (7624, 27806)

Anybeat dataset

𝑉, 𝐸 = (12645, 67.1𝐾)

Randomized Response

(RR)

Degree-Preserving 

Asymmetric Bit Flipping 

(DPABF, proposed)

Degree-Preserving

Randomized Response

(DPRR)

Degree constraint 𝑑 = 𝑛 − 𝑑 𝑝𝑑 + 𝑑 1 − 𝑞𝑑

Edge-LDP constraint 𝑒−𝜖 ≤
1−𝑝𝑑

𝑞𝑑+1
≤ 𝑒𝜖,  𝑒−𝜖 ≤

𝑝𝑑

1−𝑞𝑑+1
≤ 𝑒𝜖

Soften the degree constraint.

Let 𝑝𝑑 ≈ 𝑝𝑑+1 for 1 ≤ 𝑑 ≤ 𝑛 − 2.

Then, 𝑞𝑑+1 =
𝑛−(𝑑+1)

𝑑+1
𝑝𝑑+1 ≈

𝑛−(𝑑+1)

𝑑+1
𝑝𝑑.

Thus, under the assumption that 𝑑 ≤
𝑛

2
,

𝑝𝑑 =
1

𝑒𝜖 +
𝑛 − (𝑑 + 1)

𝑑 + 1

, 𝑞𝑑 =
𝑛 − (𝑑 + 1)

𝑛 + 1
𝑝𝑑

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐿 𝑨 = ෍

𝑑=1

𝑛
2

𝑉𝑎𝑟{deg(𝑀(𝒂𝑑)|𝑑)} = ෍

𝑑=1

𝑛
2

𝑞𝑑 1 − 𝑞𝑑 + 𝑝𝑑 1 − 𝑝𝑑

Concave, not convex!

• Our proposed model can retain users’ coreness more accurately

in comparison to DPRR especially in high privacy regions.

• Our method doesn’t split up and allocate the privacy budget to

the adjacency vectors and degree values, but instead fully

utilizes the whole budget to the adjacency vectors.

• We chose 𝑝𝑑 ≈ 𝑝𝑑+1 over 𝑞𝑑 ≈ 𝑞𝑑+1 because adjacent vectors

of social networks are generally sparse.
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*The following research was initially conducted during my internship at InfoLab, KAIST
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